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Abstract—Modern storage systems not only introduce data
redundancy for fault tolerance, but also conduct regular main-
tenance operations on storage nodes for system robustness.
Erasure coding provides storage-efficient redundancy and has
been widely deployed in production, yet it also incurs substantial
bandwidth and I/O overhead due to the repair of storage
failures. In particular, maintenance operations make storage
nodes temporarily unavailable and lead to data unavailability,
thereby incurring repair overhead for erasure-coded storage. In
this paper, we study Locally Repairable Codes (LRCs), a class
of practical repair-efficient erasure codes, and show that there
exists an inherent performance trade-off between the repair and
maintenance operations of LRCs in data center settings, such
that the repair performance in regular (i.e., no-maintenance)
and maintenance modes cannot be simultaneously optimized. To
this end, we design a configurable data placement scheme that
operates along the trade-off subject to fault-tolerance constraints.
We prototype our data placement scheme atop Hadoop HDFS
and show how it balances the performance trade-off of repair
and maintenance operations in real network environments.

I. INTRODUCTION

Given the prevalence of failures [13], modern large-scale
storage systems often adopt various reliability mechanisms
to provide data availability and system robustness guarantees.
There are two key reliability mechanisms: (i) data redundancy
and (ii) system maintenance. Specifically, storage systems
introduce data redundancy, via replication or erasure coding, to
ensure that any stored data remains available and is recoverable
from redundant data even in the presence of failures. In addition,
system administrators regularly conduct maintenance on storage
nodes for system stability and robustness [13], [15], [20], [29];
for example, storage nodes perform periodic kernel upgrades
to keep the system up-to-date [27].

Replication is often used as a redundancy scheme by making
multiple exact data copies for fault tolerance, yet it incurs
significantly high storage overhead. Erasure coding is a storage-
efficient redundancy scheme and has been widely adopted in
production [1], [2], [9], [13], [24], [26]. It works by encoding
a set of original uncoded data blocks into coded parity blocks
(as redundant data), such that a subset of a sufficient number of
available data and parity blocks can decode a block. Compared
with replication, erasure coding achieves a higher degree of
reliability under the same amount of redundancy [39]. On
the other hand, erasure coding, albeit storage-efficient, suffers
from a high repair penalty, as repairing any failed block
by retrieving multiple available blocks for decoding, thereby
incurring substantial network transfers and disk I/Os.

In particular, the repair overhead of erasure coding makes
system maintenance more challenging. Maintenance of storage

systems is often conducted in the maintenance events over a
subset of storage nodes in a controlled manner. During the
execution of maintenance events, software restarts or machine
reboots of storage nodes are often necessary, thereby causing
the data stored in such storage nodes inaccessible. To address
data unavailability due to maintenance events for erasure-
coded storage, one approach is to put restrictions on data
placement, namely maintenance-robust deployment [20]. Specif-
ically, storage nodes are partitioned into multiple groups called
maintenance zones and maintenance events are only conducted
on a per-zone basis. Maintenance-robust deployment carefully
organizes erasure-coded blocks across multiple maintenance
zones, such that any block stored in any affected maintenance
zone can be reconstructed by retrieving the available blocks
from other unaffected maintenance zones; in other words,
any maintenance event will not make any block unavailable.
However, repairing any failed block during maintenance events
still incurs significant performance overhead, and how to
mitigate the performance overhead of maintenance events for
erasure-coded storage remains an unexplored issue.

In this paper, we study the performance tensions between re-
pair and maintenance operations for erasure-coded storage. We
focus on Locally Repairable Codes (LRCs) [19], [21], [33], [36],
which are a popular family of repair-efficient erasure codes that
mitigate the repair overhead over traditional erasure codes (e.g.,
Reed-Solomon codes [31]) at the expense of slightly higher
redundancy and have been adopted by industry [19]–[21]. LRCs
partition the data blocks into multiple small-size local groups,
each of which is further encoded with a local parity block,
such that a failed block can be repaired within a local group
with much fewer available blocks. Despite the repair efficiency
of LRCs, we show that there exists an inherent performance
trade-off between the repair and maintenance operations, such
that the repair performance in regular (no-maintenance) and
maintenance modes (measured by the cross-rack bandwidth in
rack-based data centers) cannot be simultaneously optimized.
We make the following contributions:

• We formulate a data placement problem for the repair
and maintenance operations in rack-based data centers. We
characterize the feasible data placements, and obtain the
optimal repair and maintenance schemes by solving integer
linear programming problems. We show the performance
trade-off between the repair and maintenance operations.

• We design a configurable data placement scheme that operates
along the trade-off between repair and maintenance operations
subject to the fault tolerance constraints.
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Figure 1: Example of a rack-based data center.

• We prototype different data placement schemes atop Hadoop
3.3.4 HDFS [2] and evaluate them using both numerical analy-
sis and testbed evaluation. Our evaluation results demonstrate
how the data placement schemes balance the performance
trade-off between the repair and maintenance operations. For
example, we can configure a repair-driven data placement
scheme that reduces the degraded read time in regular mode
by 68.5% compared with the optimal maintenance scheme,
while we can configure a maintenance-driven data placement
scheme that reduces the degraded read time in maintenance
mode by 31.7% compared with the optimal repair scheme.
The source code of our prototype is available at https://

github.com/adslabcuhk/openec-lrctradeoff.

II. BACKGROUND

A. Rack-based Data Centers

We consider a large-scale storage system that is deployed as
a rack-based data center [11], as shown in Figure 1. The storage
system comprises multiple nodes that are partitioned into
multiple racks, in which the nodes within a rack are connected
by a top-of-rack switch, while multiple racks are connected by
an aggregation layer of switches called the network core. We
assume that the cross-rack network transfer is the performance
bottleneck, as the cross-rack network bandwidth is much more
scarce than the inner-rack bandwidth [8], [11], [38]. Such a
hierarchical architecture also appears in geo-distributed erasure-
coded storage [10], where cross-region bandwidth is much more
limited than the inner-region bandwidth. In addition, the storage
system organizes data as large fixed-sized blocks (e.g., 128 MiB
in Hadoop HDFS [2] and 256 MiB in Facebook [29]); setting a
large block size can effectively mitigate the I/O access overhead
in networked environments.

B. Locally Repairable Codes (LRCs)

In this work, we focus on LRCs as the erasure coding
construction due to their repair efficiency.
Basics of LRCs. We construct an LRC by three parameters
(k, l,g), denoted by LRC(k, l,g). Specifically, LRC(k, l,g) en-
codes k data blocks (denoted by D1,D2, · · · ,Dk) into l local
parity blocks (denoted by P1,P2, · · · ,Pl) and g global parity
blocks (denoted by Q1,Q2, · · · ,Qg) based on some encoding
functions. Each set of k data blocks, l local parity blocks,
and g global parity blocks collectively form a stripe and are
distributed across k+ l + g nodes for fault tolerance. Large-
scale storage systems typically store multiple stripes that are
independently encoded. In this work, our analysis focuses on
a single LRC stripe.

There exist various LRC constructions in the literature [19],
[20], [33], [36]. In this work, we consider the LRC construction
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Figure 2: Example of an LRC(10,2,2) stripe.

based on Azure’s Local Reconstruction Codes (Azure-LRC)
[19], since it achieves the highest level of fault tolerance under
the same storage redundancy in rack-based data centers [16].
Specifically, it divides k data blocks into l equal-sized local
groups, assuming that k is divisible by l. Each local group
computes a local parity block from the bitwise-XOR-sum of
its b = k

l data blocks. All k data blocks are encoded into the g
global parity blocks based on Reed-Solomon codes [31], such
that any k out of the k+g data blocks and global parity blocks
can reconstruct all k data blocks. Figure 2 shows an example
of an LRC(10,2,2) stripe based on Azure-LRC, in which ‘+’
denotes the bitwise-XOR-sum, and x1,x2, · · · ,x10,y1,y2, · · · ,y10
are the encoding coefficients based on Reed-Solomon codes.
The figure also lists the encoding functions (i.e., 1 to 4 ) for
computing the local and global parity blocks.
Fault tolerance. The k+ l +g blocks of each LRC stripe are
distributed across multiple nodes and racks for fault tolerance.
Specifically, we store the k+ l +g blocks of an LRC stripe in
k+ l +g distinct nodes for multi-node fault tolerance. As rack
failures are much rarer than node failures [24], we focus on
single-rack fault tolerance [34], [40], [41]. We still distribute
the blocks of an LRC stripe across racks, but we also allow
multiple blocks of an LRC stripe to be stored in a rack so
as to limit cross-rack data transfers. Wu et. al [41] prove that
to achieve single-rack fault tolerance, each rack can store at
most g+h blocks of an LRC stripe that span h local groups
(where 1≤ h≤ l). In this case, we can decode at most g+h
failed data blocks with g+h available parity blocks from the
available racks.
Repair. There are two types of repair operations: (i) degraded
reads, in which a read request is issued to an unavailable
block, and (ii) full-node recovery, in which all lost blocks of a
failed node are recovered. As transient failures account for the
majority of all failure events (e.g., more than 90% of failure
events last less than 15 minutes [13]), we focus on degraded
reads to data blocks as the major repair operation in this work.

We define the average degraded-read cost (ADC) as the
average amount of cross-rack transfers (in units of blocks) to
repair an unavailable data block over all k data blocks (note
that local and global parity blocks are excluded). Here, we
assume that maintenance is not yet conducted, and the system
operates in regular mode (i.e., without maintenance). For a flat
data placement where each rack stores only one block of an
LRC stripe, the ADC is b, as each data block is repaired by
retrieving b−1 other available data blocks and the local parity
block in the local group for decoding.

https://github.com/adslabcuhk/openec-lrctradeoff
https://github.com/adslabcuhk/openec-lrctradeoff
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Figure 3: Example of a random data placement for LRC(10,2,2).

For rack-based data centers, since multiple blocks of a local
group can be stored in a rack, the ADC also decreases. Figure 3
depicts the calculation of the ADC of a random data placement
for LRC(10,2,2) under single-rack fault tolerance, in which
the LRC stripe is distributed across 14 nodes across six racks
R1,R2, · · · ,R6. For example, D1 can be decoded by retrieving
D2 and D3 from the same rack R1, and one partially decoded
block D4 + D5 + P1 from rack R2 based on the encoding
function 1 in Figure 1. Thus, the amount of cross-rack transfers
is one block. We can calculate the ADC by averaging the
amount of cross-rack transfers over D1,D2, · · ·D10, and the
ADC in this case is 1.5.
Maintenance. Recall from §I that all data blocks within a
maintenance zone cannot be directly accessed during mainte-
nance. Given that maintenance events are scheduled a priori,
it is feasible to design a data placement scheme that satisfies
maintenance-robust deployment [20], such that no maintenance
events cause any data block unrecoverable (i.e., any unavailable
data block can still be decoded by the available blocks within
the same stripe from other maintenance zones). In this work,
we assume that a maintenance zone comprises one single
rack, where maintenance-robust deployment implies single-rack
fault tolerance, and at most one maintenance zone is under
maintenance at any time [20].

We now describe the degraded reads in maintenance mode
for a single data block; as opposed to the regular mode (see
above), all blocks stored in the rack under maintenance are
unavailable. Here, we conduct the repair in a helper node,
which retrieves the available blocks from other unaffected
racks for decoding. To simplify our analysis, we assume that
the helper node resides in a rack that does not store any blocks
of the corresponding stripe. We define the average degraded-
read-under-maintenance cost (AMC) as the average amount of
cross-rack transfers (in units of blocks) to repair an unavailable
data block over all k data blocks under maintenance. For a flat
data placement, the AMC is still b (i.e., the same as the ADC),
as any unavailable rack is equivalent to a single block failure.

We again consider the data placement in Figure 3 and
show how the AMC is calculated, where the helper node
(denoted by H) is responsible for conducting the degraded
reads in maintenance mode. For example, consider the de-
graded reads to D1 when rack R1 is under maintenance (i.e.,
D1, D2 and D3 are unavailable). The repair of D1 is done
by the associated three encoding functions 1 , 3 and 4
(where D1,D2 and D3 are treated as the unknown variables
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Figure 4: Example of state-of-the-art data placements for LRC(10,2,2).
Combined locality shows a high AMC, while maintenance-robust-efficient
deployment shows a high ADC.

in decoding). First, it retrieves one partially decoded block
(i.e., D4 + D5 + P1) from rack R2 based on 1 . Second, it
retrieves five blocks from racks R2,R3, · · · ,R6 based on 3 (i.e.,
x4D4+x5D5,x6D6,x7D7+x8D8,x9D9+x10D10, and Q1, respec-
tively). Third, it retrieves five blocks from R2,R3, · · · ,R6 based
on 4 (i.e., y4D4+y5D5,y6D6,y7D7+y8D8,y9D9+y10D10, and
Q2, respectively). Thus, the amount of cross-rack transfers for re-
pairing D1 is 11 blocks. The average AMC over D1,D2, · · ·D10
for this data placement is 8.9.

C. Motivation

Extensive studies focus on minimizing the repair overhead
in regular mode for LRCs [16], [21], [36], [41]. However,
when maintenance is also considered, how to address the
repair performance tensions in both regular and maintenance
modes is unexplored. Here, we review two state-of-the-art data
placement schemes for LRC-coded storage: the repair-driven
scheme designed for optimizing the repair performance in
regular mode [16], and the maintenance-driven scheme designed
for optimizing the repair performance in maintenance mode
[20]. We show via examples that they cannot minimize the
degraded read overhead in both regular and maintenance modes.
Repair-driven data placements. Combined locality [16] is
an optimal data placement that minimizes the ADC in regular
mode subject to single-rack fault tolerance. It aggregates each
local group across a minimum number of racks, such that the
repair of each data block retrieves the minimum number of
blocks from the racks spanned by the corresponding local
group. Specifically, it stores an LRC stripe across ld b+1

g+1e+1
racks, where each local group (comprising b+ 1 blocks) is
stored across d b+1

g+1e racks, and the g global parity blocks are
stored in a distinct rack.

While combined locality minimizes the ADC in regular
mode, it incurs a high AMC in maintenance mode. Figure 4(a)
shows an example of combined locality for LRC(10,2,2). For
example, in regular mode, the repair of D1 incurs a cross-rack
transfer of one block from R2 to R1. However, in maintenance
mode, the repair of D1 transfers nine blocks, where the helper
node H needs to retrieve three, two, two, and two blocks from



R2,R3,R4, and R5, respectively. Overall, the ADC and AMC
of combined locality are 1 and 8.6, respectively.
Maintenance-driven data placements. Maintenance-robust-
efficient deployment [20] aims to mitigate the AMC in LRC-
coded storage, while preserving the single-rack fault tolerance
under maintenance-robust deployment. It spreads each local
group across a maximum number of racks, such that each
rack stores at most one block from any local group. Thus,
the repair of each data block retrieves the blocks based
on the corresponding encoding function in the local group.
Maintenance-robust-efficient deployment stores an LRC stripe
across b+2 racks, where each of the first b racks stores l data
blocks from l local groups. It then stores the l local parity
blocks and the g global parity blocks in the remaining two
racks, respectively.

We argue that maintenance-robust-efficient deployment
shows a high ADC. Figure 4(b) shows an example. The repair
of D1 in maintenance mode is five blocks (i.e., 44.4% less
than that of combined locality). However, the repair of D1 in
regular mode is five blocks (i.e., 5× that of combined locality).
Overall, the ADC and AMC of maintenance-robust-efficient
deployment are both 5.

III. PROBLEM AND ANALYSIS

We now characterize the feasible data placements for LRCs
that are maintenance-robust (i.e., single-rack fault tolerance)
and show the calculations of the ADC and AMC for a data
placement. We show how we can obtain the optimal repair
and maintenance schemes that minimize the ADC and AMC,
respectively, by solving integer linear programming (ILP)
problems. We further provide insights into the performance
trade-off between the repair and maintenance operations.

A. Modeling a Data Placement

We model a data placement for an LRC(k, l,g) stripe with
three sets of non-negative integer parameters, namely di, j, pi, j,
and qi where 1≤ i≤ k+ l +g and 1≤ j ≤ l. Let di, j and pi, j
be the numbers of data blocks and local parity blocks from
the j-th local group G j stored in rack Ri, respectively, and
let qi be the number of global parity blocks stored in rack Ri.
Let I(x) be the indicator function of an input integer x, where
I(x) = 1 when x is positive or I(x) = 0 otherwise. We derive
the following constraints on a feasible data placement:

∑
k+l+g
i=1 di, j = b for each 1≤ j ≤ l, (1)

∑
k+l+g
i=1 pi, j = 1 for each 1≤ j ≤ l, (2)

∑
k+l+g
i=1 qi = g , (3)

qi +∑
l
j=1(di, j + pi, j)≤ g+∑

l
j=1 I(di, j + pi, j)

for each 1≤ i≤ k+ l +g. (4)

We elaborate on the constraints as follows. Equations (1),
(2), and (3) limit the total numbers of data blocks, local parity
blocks, and global parity blocks spanned across all racks,
respectively. Equation (4) ensures that each rack stores at
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Figure 5: Example of the data placement of LRC(10,2,2) in Figure 3. The
data placement satisfies all constraints Equations (1)-(4).

most g+h blocks that span h local groups (where 1≤ h≤ l) to
preserve single-rack fault tolerance [41] (§II-B). In Equation (4),
the left-hand side calculates the total number of blocks stored in
Ri, while the right-hand side calculates the maximum number of
blocks that can be stored in Ri. Note that I(di, j + pi, j) indicates
whether any block from G j is stored in Ri, and ∑

l
j=1 I(di, j+ pi, j)

calculates the number of local groups spanned in Ri. Figure 5
shows the modeling of the data placement shown in Figure 3,
and the constraints Equations (1)-(4) are all satisfied.

B. Calculating the ADC

We show how the ADC of a data placement is calculated. We
first calculate the amount of cross-rack transfers of a degraded
read to a single block in regular mode. Suppose that we repair
a data block from local group G j stored in rack Ri. It retrieves
blocks based on the encoding function of local parity block Pj
for decoding. Specifically, it retrieves a total of δ j−1 blocks,
where δ j denotes the number of racks spanned by G j:

δ j = ∑
k+l+g
i=1 I(di, j + pi, j) for each 1≤ j ≤ l, (5)

where I(di, j + pi, j) indicates whether any block of G j is stored
in Ri, and δ j counts the number of such racks.

Let ri, j be the amount of cross-rack transfers (in units of
blocks) to repair a data block from G j stored in Ri in regular
mode. We have ri, j = δ j− 1. There are di, j blocks from G j
stored in Ri, where the repair of each block retrieves ri, j blocks.
Thus, we can calculate ADC as follows:

ADC = 1
k ∑

k+l+g
i=1 ∑

l
j=1 di, jri, j

= 1
l ∑

l
j=1(δ j−1), (6)

where we average the amount of cross-rack transfers over the
k data blocks from l local groups stored in k+ l+g racks. The
deduction of Equation (6) is based on Equation (1).

For example, in Figure 5, the repair of D1 in regular mode
retrieves one block, which can be represented by r1,1 = δ1−1.
The ADC can be calculated as 1

2 × ((2−1)+(3−1)) = 1.5.
Optimality of ADC. We can obtain the optimal repair scheme
that minimizes the ADC by solving an ILP problem. The
optimization objective is to find an assignment of the modeling
parameters (i.e., di, j, pi, j, and qi) to minimize the objective
function (i.e., Equation (6)), subject to the constraints (i.e.,
Equations (1)-(4)). The above ILP problem can be solved with
the branch-and-bound method [3].

We provide an intuition for optimizing the ADC. From
Equation (6), the ADC is minimized when δ j is minimized



for each local group G j simultaneously. This is achievable
when each local group spans the minimum number of racks.
To preserve single-rack fault tolerance, each rack stores at
most g+1 blocks from a local group (§II-B). Thus, each G j
(with b+1 blocks) spans δ j = d b+1

g+1e racks. Repair-driven data
placements satisfy the above property and hence minimize the
ADC (§II-C).

C. Calculating the AMC

We show how to calculate the AMC of a data placement.
We consider two types of repair operations, namely local
decoding and global decoding, in maintenance mode. Suppose
that rack Ri is under maintenance. Let mi, j be the amount of
cross-rack transfer (in units of blocks) to repair a data block
from G j stored in Ri in maintenance mode.
Local decoding. Local decoding of a data block is done by
retrieving the blocks within the same local group of the data
block. It is feasible only when di, j = 1 and pi, j = 0, meaning
that the data block should be the only block of G j stored in Ri.
The reason is that the other data blocks of G j and the local
parity block Pj need to be available for decoding, and hence
they cannot be stored in Ri. Similar to the repair in regular
mode, we have mi, j = δ j−1.

For example, in Figure 3, when R3 is under maintenance, the
repair of D6 in maintenance mode retrieves two blocks (i.e.,
D7 +D8 and D9 +D10 +P2), where local decoding is feasible
(as d3,2 = 1 and p3,2 = 0). The amount of cross-rack transfers
for D6 is m3,2 = δ2−1 = 2.
Global decoding. Global decoding of a data block is done
by retrieving the blocks spanning multiple local groups within
the same stripe of the data block. It addresses two cases: (i)
di, j = 1 and pi, j = 1, and (ii) di, j ≥ 2, meaning that multiple
blocks from G j are stored in Ri. Specifically, we form a system
of equations by associating ∑

l
x=1 di,x encoding functions for

decoding, where the ∑
l
x=1 di,x data blocks stored in Ri are

treated as unknown variables in decoding. For each local group
Gx (where 1 ≤ x ≤ l), if some data blocks of Gx are stored
in Ri (i.e., di,x ≥ 1), we select di,x encoding functions to form
the equations. The selection of encoding functions depends
on the value of pi,x (i.e., whether the local parity block Px is
stored in Ri), which affects the amount of cross-rack transfers
for decoding. Let σ be the total number of racks spanned by
all data blocks:

σ = ∑
k+l+g
i=1 I(∑

l
j=1 di, j). (7)

We elaborate on the selection of encoding functions as follows:
• When pi,x = 0 (i.e., Px is not stored in Ri and hence available),

we select the encoding function of Px, plus di,x−1 encoding
functions of di,x−1 available global parity blocks. To solve an
equation based on Px, we retrieve δx−1 blocks for decoding.
To solve an equation based on a global parity block, we
retrieve σ blocks for decoding, including the global parity
block and σ −1 blocks from the unaffected racks spanned
by the data blocks. In total, it retrieves (di,x−1)σ +δx−1
blocks for decoding.

• When pi,x = 1 (i.e., Px is unavailable), we select di,x encoding
functions of di,x available global parity blocks. Solving an
equation based on a global parity block retrieves σ blocks
for decoding. In total, it retrieves di,xσ blocks for decoding.

We can calculate mi, j = γi, where γi denotes the amount of
cross-rack transfers to solve all equations (for Ri):

γi = ∑
l
x=1 I(di,x)(di,xσ +(1− pi,x)(δx−σ −1)), (8)

in which we sum up the number of blocks retrieved for each
local group Gx where di,x ≥ 1 (i.e., I(di,x) = 1).

For example, in Figure 3, when R1 is under maintenance, the
repair of D1 in maintenance mode retrieves 11 blocks, which
requires global decoding (as d1,1 ≥ 2). We associate three
encoding functions to form a system of equations, where D1,
D2, and D3 are treated as the unknown variables. As d1,1 ≥ 1
and p1,1 = 0, we select the encoding function 1 of local parity
block P1, and two encoding functions 3 and 4 of global parity
blocks Q1 and Q2, respectively. For 1 , we retrieve δ1−1 = 1
block. For each of 3 and 4 , we retrieve σ = 5 blocks. The
amount of cross-rack transfers for D1 can be represented by
m1,1 = γ1. Note that the repair of both D2 and D3 also requires
global decoding, and hence retrieves γ1 blocks for decoding.

We can now calculate the AMC as follows by averaging the
amount of cross-rack transfers over the k data blocks from l
local groups stored in k+ l +g racks:

AMC = 1
k ∑

k+l+g
i=1 ∑

l
j=1 di, jmi, j, where

mi, j =


0 for di, j = 0,
δ j−1 for di, j = 1, pi, j = 0,
γi for di, j = 1, pi, j = 1 or di, j ≥ 2.

(9)

Optimality of AMC. We can also obtain the optimal data
placement that minimizes the AMC by solving an ILP problem,
where the optimization objective is Equation (9), and the
constraints are Equations (1)-(4). However, compared with
ADC, optimizing AMC is computationally much more difficult.
Intuitively, the calculation of AMC needs to consider both local
decoding and global decoding; in particular, global decoding
needs to solve multiple equations based on some local and
global encoding functions, where the selection of encoding
functions also depends on the values of modeling parameters
(i.e., di, j and pi, j). Nevertheless, we provide an insight into
finding the optimality of AMC. The key idea is that the amount
of cross-rack transfers to repair a data block in maintenance
mode can be minimized only if local decoding is feasible. We
support the insight with the following proposition:

Proposition 1. Suppose that di, j ≥ 1 for some rack Ri and
local group G j (where 1≤ i≤ k+ l +g and 1≤ j ≤ l). Then
mi, j is minimized only when di, j = 1 and pi, j = 0.

Proof. First, we prove that when (i) di, j = 1 and pi, j = 1, or
(ii) di, j ≥ 2, we have mi, j ≥ σ . It corresponds to the case
that global decoding is required, and hence mi, j = γi. Based
on Equation (8), γi is minimized only when (i) di, j = 1 and
pi, j = 1 for G j, and (ii) di,x = 0 for each Gx where 1≤ x≤ l



and x 6= j, meaning that Ri stores only one data block of G j
as well as local parity block Pj. In this case, we have γi = σ .
Thus, we have mi, j ≥ σ .

Next, we discuss the opposite case when di, j = 1 and pi, j = 0,
where local decoding is feasible and hence mi, j = δ j−1. Now
we show that δ j−1≤ σ for any G j (where 1≤ j ≤ l), as the
number of racks spanned by G j (i.e., δ j) must be no larger
than the number of racks spanned by all data blocks (i.e., σ )
plus one (even when local parity block Pj is not co-located
with any data block of G j). Hence, we complete the proof.

Proposition 1 shows that to repair a data block in mainte-
nance mode, global decoding retrieves more blocks than local
decoding. It suggests that to minimize the amount of cross-rack
transfers for decoding, the block should not be co-located with
any other blocks from its local group in a rack, so that local
decoding is feasible.

We argue that there exists a design dilemma in minimizing
the AMC. Recall that local decoding of a block from G j
retrieves δ j−1 blocks (Equation (9)). To minimize the cross-
rack transfers for decoding in maintenance mode, we also
need to minimize δ j. To achieve this, the remaining blocks
from G j need to be aggregated in the minimum number of
racks. However, the repair of any remaining block of G j in
maintenance mode requires global decoding, which significantly
enlarges the AMC. On the other hand, we can spread the blocks
of G j across the maximum number of racks, such that local
decoding is feasible to repair any block (e.g., maintenance-
driven data placement). Meanwhile, as δ j is also maximized,
the cross-rack transfers for local decoding cannot be minimized.
Nevertheless, we show via evaluation that maintenance-driven
data placement can achieve a near-optimal AMC and effectively
reduce the degraded read time in maintenance mode (§V).
Discussion. From prior analysis, the optimization of ADC and
AMC shows two inherently different directions. To minimize
the ADC, each local group should span the minimum number
of racks, but it enlarges the AMC, as most data blocks need
global decoding. On the other hand, to minimize the AMC,
each local group tends to span the maximum number of racks
to enable local decoding, but it enlarges the ADC. Thus, we
cannot minimize both ADC and AMC simultaneously.

IV. CONFIGURABLE DATA PLACEMENT SCHEME

We design a configurable data placement scheme that
operates along the trade-off between ADC and AMC subject to
single-rack fault tolerance. By adjusting a single configuration
parameter that controls the aggregation degree of data blocks,
our configurable data placement scheme effectively balances
the degraded read performance in both regular and maintenance
modes. We first present our configurable data placement scheme
with a guiding example (§IV-A), followed by the trade-off
analysis based on our modeling (§IV-B).

A. Design Details

Our configurable data placement scheme generates a data
placement for an LRC(k, l,g) stripe that provides single-rack
fault tolerance. It uses a configuration parameter η (where
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Figure 6: Example of data placements generated by our data placement scheme
for LRC(10,2,2).

0≤η ≤d b
g+1e) to control the aggregation degree of data blocks.

Specifically, η controls the proportion of data blocks from the
same local group that are aggregated within a limited number
of racks, such that (i) with a small η , it generates a data
placement with a low AMC and a high ADC, where a large
proportion of data blocks from the same local group are spread
across different racks; (ii) by increasing η , it trades AMC
for ADC, where more data blocks from the same local group
are aggregated in a limited number of racks. We present our
configurable data placement scheme as follows:
• Step 1 (Co-locate data blocks of a local group): For each

local group G j (where 1≤ j ≤ l), we choose η new racks
and put g+1 data blocks of G j in each new rack.

• Step 2 (Spread data blocks of a local group): For each local
group G j, we spread the remaining b−η(g+1) data blocks
in b−η(g+1) new racks. In each new rack, we co-locate l
data blocks from l different local groups.

• Step 3 (Put local parity blocks): We choose one new rack
and put l local parity blocks in the rack.

• Step 4 (Put global parity blocks): We choose one new rack
and put g global parity blocks in the rack.

Note that there remains a corner case of Step 1. When η =
d b

g+1e, if b is not divisible by g+1, one of the η new racks
will store fewer than g+1 data blocks from G j. In this case,
we put the remaining b mod (g+1) data blocks, together with
the corresponding local parity block in the new rack. Step 3
does not need to be performed accordingly, as all local parity
blocks are placed in Step 1.
Guiding example. For a better illustration of the performance
trade-off, we walk through a guiding example for LRC(10,2,2),
as shown in Figure 6.
• First, in Figure 6(a), we set η = 0 to generate a maintenance-

driven data placement, which has a low AMC and a high
ADC. In Step 1, we do not co-locate any data block from the
same local group. In Step 2, we choose five new racks (i.e.,
R1,R2, · · · ,R5), where we spread one data block of G1 and
G2 in each rack. In Step 3, we put P1 and P2 in R6. In Step 4,
we put Q1 and Q2 in R7. While local decoding is feasible for
each data block to reduce the amount of cross-rack transfers
in maintenance mode, it enlarges the amount of cross-rack



transfers in regular mode. We take the degraded read of both
D1 and D4 as examples. In regular mode, repairing D1 and
D4 each retrieves five blocks, while in maintenance mode,
repairing D1 and D4 each also retrieves five blocks, where
local encoding is feasible for both blocks. Overall, the ADC
and AMC of the data placement are both 5.

• Next, in Figure 6(b), we increase η to 1 to trade AMC
for ADC. In Step 1, we co-locate D1, D2, and D3 from
G1 in R1, and co-locate D6, D7, and D8 from G2 in R2.
In Step 2, we put D4 and D9 in R3, and put D5 and D10
in R4. In regular mode, the amount of cross-rack transfers
for decoding is reduced, as each local group spans fewer
racks. In maintenance mode, a proportion of data blocks now
requires global decoding, such that the amount of cross-rack
transfers for decoding increases. For example, in regular
mode, decoding D1 and D4 each retrieves three blocks. In
maintenance mode, decoding D1 retrieves 11 blocks, as global
decoding is required; decoding D4 retrieves three blocks, as
local decoding is feasible. Overall, the ADC decreases to 3,
while the AMC increases to 7.8.

• Finally, in Figure 6(c), we set η = 2 to generate a repair-
driven data placement. We co-locate all blocks of G1 in
R1 and R2, and co-locate all blocks of G2 in R3 and R4. In
regular mode, the amount of cross-rack transfers for decoding
is minimized, as each local group spans the minimum number
of racks. In maintenance mode, decoding a block needs a
large amount of cross-rack transfers, as global decoding is
required. For example, in regular mode, decoding D1 and D4
each retrieves one block. In maintenance mode, decoding D1
and D4 retrieves nine and eight blocks, respectively, where
global decoding is required for both blocks. Overall, the
ADC decreases to 1, while the AMC increases to 8.6.

B. Trade-off Analysis

We analyze the trade-off between AMC and ADC based on
our modeling in §III-A. Specifically, for LRC(k, l,g), both ADC
and AMC can be represented as a function of the configuration
parameter η . We show that for most LRC parameters (k, l,g),
when η increases, the ADC decreases while the AMC increases.
Modeling. Given the configuration parameter η , we show the
assignment of modeling parameters of the corresponding data
placement. To simplify our analysis, we first assume that b is
a multiple of g+1, where we discuss the case when b is not
divisible by g+1 later.

• To initialize the model, we set di, j, pi, j, and qi as 0 for each
i ∈ [1,k+ l +g] and for each j ∈ [1, l].

• In Step 1, for each j ∈ [1, l], we set di, j = g+ 1 for each
i ∈ [( j−1)η +1, jη ]. It means that for each local group G j,
we co-locate (g+1)η data blocks of G j in η new racks (i.e.,
R( j−1)η+1,R( j−1)η+2, · · · ,R jη ), where each rack stores g+1
data blocks.

• In Step 2, for each i ∈ [lη +1,(l−g−1)η +b] and for each
j∈ [1, l], we set di, j = 1. It means that for each local group G j,
we spread the remaining b− (g+1)η data blocks of G j in
b− (g+1)η new racks (i.e., Rlη+1,Rlη+2, · · · ,R(l−g−1)η+b).

In each new rack, we co-locate l data blocks from l local
groups.

• In Step 3, for each j ∈ [1, l], we set p(l−g−1)η+b+1, j = 1,
meaning that we put the l local parity blocks in rack
R(l−g−1)η+b+1.

• In Step 4, we set q(l−g−1)η+b+2 = g, meaning that we put
the g global parity blocks in rack R(l−g−1)η+b+2.

When b is not divisible by g+1, we only discuss the case
where η = d b

g+1e. In this case, for each j ∈ [1, l], we set d jη , j =
b mod (g+1) and p jη , j = 1, meaning that we co-locate b mod
(g+1) data blocks and the local parity block of G j in R jη .

For the assignment of modeling parameters, we can verify
that the constraints (Equations (1)-(4)) are all satisfied.
Analysis of ADC. We can express the ADC of the data
placement as a function of η . For each local group G j, we
have δ j =−gη +b+1. From Equation (6), we can derive the
ADC as follows:

ADC(η) =−gη +b. (10)

It implies that when η increases, the ADC linearly decreases.
Analysis of AMC. Similarly, we can also express the AMC of
the data placement as a function of η . Based on Equation (9),
we calculate the amount of cross-rack transfers for repairing a
data block in maintenance mode.

First, we focus on the data blocks placed in Step 1 (e.g., D1
in Figure 6(b)), where repairing each data block requires global
decoding, as each rack co-locates with multiple blocks from the
same local group. For each rack Ri where 1≤ i≤ lη , it is only
spanned by local group G j, where di, j = g+1 and pi, j = 0. From
Equations (7) and (8), we can derive the amount of cross-rack
transfers for global decoding as γi = (l−g−2)gη +(g+1)b.
There are a total of (g+ 1)lη data blocks stored in Ri that
require global decoding, where the decoding of each block
transfers γi blocks.

Next, we focus on the data blocks placed in Step 2 (e.g., D4
in Figure 6(b)), where local decoding is feasible to repair each
block, as each rack only stores one data block from each local
group. The amount of cross-rack transfers for local decoding
is δ j−1 =−gη +b. There are a total of −(g+1)lη + lb data
blocks stored in Ri that are feasible for local decoding, where
the decoding of each block transfers −gη +b blocks.

Thus, we can derive the AMC as follows:

AMC(η) =
(l−g−1)(g+1)g

b η
2 +g2

η +b, (11)

where the AMC is a quadratic function η , and the coding
parameters (k, l,g) (where b= k

g ) also affect how AMC changes
with η . Let η∗ = bg

2(g+1)(g+1−l) , where AMC(η) takes the
extreme value at η = η∗.

• When g = l − 1, AMC(η) = g2η + b, which is a linear
function of η . It implies that when η increases, the AMC
linearly increases.

• When g < l−1, as the coefficient of the quadratic term (i.e.,
(l−g−1)(g+1)g

b ) is positive and η∗ < 0, AMC(η) takes the
minimum value when η = η∗. In our data placement scheme



where η ≥ 0, it implies that when η increases, the AMC
also increases.

• When g > l−1, as the coefficient of the quadratic term is
negative and η∗ > 0, AMC(η) takes the maximum value at
η = η∗. In our data placement scheme where 0≤ η ≤ d b

g+1e,
if η∗ ≥ d b

g+1e, when η increases, the AMC also increases.
Otherwise, if η∗ < d b

g+1e, when η increases, the AMC first
increases when η ≤ η∗, then decreases when η > η∗. In this
case, we can derive that g > 2l−2.
We argue that for most LRC coding parameters (where

g≤ 2l−2), when η increases, the AMC increases. This is true
for most LRC parameters reported in the literature, where the
number of global parity blocks remains limited to suppress
the storage overhead (e.g., (12,2,2) in [19], (6,3,2) in [21],
(20,4,2) in [16], (48,4,3) in [20]).

We now address the case when b is not a multiple of g+1.
When 0≤ η ≤ d b

g+1e−1, the prior analysis still holds. Here,
we only discuss how ADC and AMC vary when η increases
from d b

g+1e−1 to d b
g+1e. For each local group, the remaining

b mod (g+1) data blocks and the corresponding local parity
block are co-located in a rack, such that δ j decreases and hence
the ADC decreases (see Equation (6)). On the other hand, for
each of b mod (g+1) data blocks, as more data blocks now
require global decoding, the AMC increases.

V. EVALUATION

We evaluate the repair performance in both regular and
maintenance modes for different data placements via numerical
analysis and testbed experiments. We aim to address the
following questions: (i) Can our data placement scheme balance
the trade-off between ADC and AMC? (ii) How do the coding
parameters affect ADC and AMC? (iii) What is the degraded
read performance in regular mode and maintenance mode of
the data placements under different system configurations?

In our evaluation, we consider the following baseline data
placements: (i) the flat data placement (denoted by Flat), (ii)
the optimal repair scheme (denoted by Opt-R), and (iii) the
optimal maintenance scheme (denoted by Opt-M). For Flat, the
ADC and AMC are both b, where repairing a data block in
both regular and maintenance modes retrieves blocks within the
corresponding local group (§II-B). For Opt-R and Opt-M, we
obtain them by solving the corresponding ILP problems (§III).
We implement an ILP solver based on Gurobi [3], a highly
optimized solver to address general ILP problems. Gurobi also
supports solving objective functions with indicator functions
(i.e., I(.) in §III) [5]. Our implementation is written in Python
with around 170 LoC.

We run the ILP solver on a Ubuntu 22.04 machine equipped
with two 12-core 2.2 GHz Intel Xeon CPUs, 64 GiB RAM. For
each optimization objective, the ILP solver finds a feasible
assignment of parameters that minimizes the objective function.
Note that the solving time of an ILP problem depends on the
complexity of the objective function as well as the solution
space. For practical consideration, we set a timeout for the
solver to limit the search time, such that when the solver finishes
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(10,2,2) (20,4,2) (30,3,3)
ADC 0.01s 1.19s 1.97s
AMC 57.05s >4h >4h

Table I: Running time of the ILP solver.

before the timeout, it returns the optimal solution; otherwise,
it returns the currently best feasible solution found within the
time limit without guaranteed optimality [25].

For our configurable data placement scheme, we vary η from
0 to d b

g+1e to generate d b
g+1e+1 data placements, and denote

each of them by Trade-off-η . We then obtain the trade-off curve
between ADC and AMC. Note that Trade-off-0 corresponds to
the maintenance-driven data placement, while Trade-off-d b

g+1e
corresponds to the repair-driven data placement.

A. Numerical Analysis

We study the ADC and AMC of LRC(k, l,g) for different
data placements. For each data placement, we calculate the
ADC and AMC based on Equations (6) and (9), respectively.
Experiment A1: Trade-off analysis. Figure 7 shows the results
of (k, l,g) = (10,2,2), (20,4,2), and (30,3,3). For our data
placement scheme, when η increases, the AMC increases while
the ADC decreases. In particular, Trade-off-2 (i.e., repair-driven)
achieves the optimal ADC as Opt-R, while Trade-off-0 (i.e.,
maintenance-driven) has a slightly higher AMC than Opt-M.
For example, for (10,2,2), Trade-off-2 reduces the ADC of
Opt-M by 75%, while Trade-off-0 reduces the AMC of Opt-R
by 41.8% and increases the AMC of Opt-M by 13.6%. For
Trade-off-1, it reduces the ADC of Opt-M by 25% and reduces
the AMC of Opt-R by 9.3%, so it strives a balance between
the ADC and AMC.

Table I shows the running time of the ILP solver to obtain
the optimal schemes, where we set the timeout as four hours
to allow the evaluation of different parameters [25]. While we
can find Opt-R quickly (which takes less than 2 s), finding
Opt-M takes a significantly longer time, especially when k is
large. One reason is that the objective function of AMC (i.e.,
Equation (9)) introduces a large number of variables in the
ILP solver (e.g., from the indicator functions [5]), where the
variables are highly correlated (e.g., from local decoding and
global decoding). This leads to long time.

We further study the impact of coding parameters k, l, and
g on ADC and AMC. For simplicity, we only consider data
placements generated by our data placement scheme in the
following discussions.
Experiment A2: Impact of k. We study the impact of k on
the ADC and AMC. We consider (l,g) = (2,2) and (3,3), and
vary k to up to 30. Figure 8 shows the results; note that a
larger k allows more options for η , so there are more points
on the curve of ADC and AMC. For the same η , both ADC
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and AMC increase with k. The reason is that when k increases,
each local group contains more blocks and hence spans more
racks, such that a repair retrieves more blocks. For example, for
(24,3,3), when η increases from 0 to 2, the ADC decreases
from 8 to 2, while the AMC increases from 8 to 20.
Experiment A3: Impact of l. We study the impact of l on the
ADC and AMC. We consider (k,g) = (20,2) and (30,3) and
vary l from 2 to k

2 (i.e., each local group has two data blocks).
Figure 9 shows the results. For ADC, when l increases, the ADC
decreases for the same η , as each local group contains fewer
blocks and hence spans fewer racks, such that the degraded
read in regular mode retrieves fewer blocks. For AMC, when
l increases, the AMC increases for the same η , since more
data blocks are aggregated in the same racks, where they
require global decoding in maintenance mode. For example,
for (20,2,2), when η increases, the ADC decreases from 10
to 3, while the AMC increases from 10 to 17.9.
Experiment A4: Impact of g. We study the impact of g on
the ADC and AMC. We consider (k, l) = (20,2) and (30,3)
and vary g from 2 to 4. Figure 10 shows the results. When
g increases, the trade-off curves appear close. When η = 0,
it retrieves b blocks for both regular and maintenance modes
independent of g. When η = d b

g+1e, the number of blocks
retrieved for maintenance is close to k, meaning that most
blocks of the stripe need to be retrieved for decoding. For
example, for (30,3,2), when η increases from 0 to 4, the ADC
decreases from 10 to 3, while the AMC increases from 10
to 25.5. Note that for (20,2,4), when η increases, the AMC
first increases when η = 1, and then decreases when η = 2. It
corresponds to the case when g > 2l−2 (§IV-B).

B. Testbed Evaluation

We present testbed evaluation results. Our goal is to show
that the repair performance in a real distributed storage system
conforms to our findings in numerical analysis.
Prototype implementation. We prototype different data place-
ments atop Hadoop 3.3.4 HDFS [2]. Our implementation builds
with OpenEC [22], a middleware system that runs atop HDFS
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and provides a unified erasure coding interface based on direct
acyclic graphs. HDFS comprises a NameNode for storage
management and multiple DataNodes for data storage. HDFS
organizes data in fixed-size blocks and supports rack-based
settings [4]. Our implementation extends OpenEC to support
the repair of LRCs in both regular and maintenance modes in
rack-based settings, where we use ISA-L [6] to implement the
erasure coding functionalities. It adds 3.1 K LoC to OpenEC.
Evaluation methodology. We evaluate our prototype in small-
scale rack-based settings. We set up a local cluster with 17
machines, each of which has a quad-core 3.4 Ghz Intel Core i5
CPU, 16 GiB RAM, and a 7200 RPM 1 TB SATA hard disk. All
machines are installed with Ubuntu 22.04 and are connected
via a 10 Gbps Ethernet switch. To simulate a rack-based setting,
we assign one dedicated machine to act as the network core,
and direct all cross-rack traffic through the network core. We
also assign one machine as the NameNode and the remaining
machines as the DataNodes. We use Wondershaper tool [7] to
configure the outgoing bandwidth of the network core.

We use the following default configurations. We choose
LRC(10,2,2) as the coding parameters (as in [21]) that fit the
cluster size, and evaluate the degraded read performance in
both regular and maintenance modes. We evaluate Flat, Opt-S,
Opt-M, and our data placement scheme, where we vary η from
0 to 3. We set the block size as 64 MiB, the packet size (i.e.,
the smallest data unit for data transfer) as 1 MiB, and the cross-
rack bandwidth as 1 Gbps [33] (i.e., the ratio of inner-rack to
cross-rack bandwidth is 10:1). We also vary the block size and
cross-rack bandwidth in our experiments.

We measure the degraded read time in both regular and
maintenance modes. The degraded read time is defined as
the time from issuing a degraded read request to a failed
block until the repaired block has been retrieved. For each
data placement, we configure the rack topology in HDFS, and
assign one DataNode as the helper node to issue a degraded
read. We first write an LRC stripe to HDFS and ensure that
the helper node does not store any block of the stripe. We
next erase a block from the stripe. We then issue a degraded
read to the erased data block, in which the helper node queries
the NameNode for the DataNodes storing the available blocks
and retrieves the blocks for decoding. In regular mode, we
configure the helper node to reside in the rack storing the failed
block. In maintenance mode, we configure the helper node to
reside in a rack that does not store any block of the stripe.
We measure the degraded time each of the k data blocks in
a stripe, and average the results over the k data blocks. We
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Figure 12: Experiment B2: Impact of block size.

report the results over 10 runs, with an error bar showing the
95% confidence interval based on the student’s t-distribution
(most error bars are invisible due to small variations).
Experiment B1: Overall performance. We first evaluate the
degraded read time in both regular and maintenance modes
for different data placements. Figure 11 shows the results. In
maintenance mode, Trade-off-0 has a slightly higher degraded
read time than Opt-M. When η decreases, the degraded read
time in regular mode also decreases, while the degraded read
time in maintenance mode increases, which complies with
our prior analysis (§V-A). In regular mode, Trade-off-2 has
almost the same repair time as Opt-R. For example, in regular
mode, Trade-off-2 reduces the degraded read times of Opt-M
and Flat by 68.5% and 74.6%, respectively. In maintenance
mode, Trade-off-0 slightly increases the degraded read time
of Opt-M by 13.1%, but reduces the degraded read time of
Opt-R by 31.7%. For Trade-off-1, in regular mode, it reduces
the degraded read time of Flat by 39.0%; in maintenance mode,
it reduces the degraded read time of Opt-R by 5.9%.
Experiment B2: Impact of block size. We study the impact
of block size on the degraded read time. We vary the block
size from 16 MiB to 128 MiB. Figure 12 shows the results.
When the block size increases, we observe a stable increase
of degraded read time in both regular and maintenance modes,
while we still observe a clear performance trade-off for different
data placements. For example, when the block size is 32 MiB,
Trade-off-1 reduces the degraded read time of Flat by 37.7%
in regular mode, while it reduces the degraded read time of
Opt-R by 6.2% in maintenance mode.
Experiment B3: Impact of cross-rack bandwidth. We study
the impact of cross-rack bandwidth on the degraded read time.
We vary the cross-rack bandwidth from 200 Mbps to 2 Gbps.
Figure 13 shows the results. The degraded read time in both
regular and maintenance modes fairly scales with the cross-
rack bandwidth, which justifies our assumption that cross-
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Figure 13: Experiment B3: Impact of cross-rack bandwidth.

rack bandwidth is the performance bottleneck (§II-A). For
example, when the cross-rack bandwidth is 500 Mbps, Trade-
off-1 reduces the degraded read time of Flat by 37.1% in regular
mode, while it reduces the degraded read time of Opt-R by
5.6% in maintenance mode.

VI. RELATED WORK

Erasure coding has been reportedly deployed in data centers
across geographical regions [10], [32]. Some studies focus
on minimizing cross-rack transfers for the single-block repair
[16]–[18], [34], [42], while some studies consider minimizing
the cross-rack transfers for redundancy transitioning [40], [41].
Our work considers minimizing the cross-rack transfers for the
single-block repair in both regular and maintenance modes and
studies their performance trade-offs.

Some theoretical studies propose LRC constructions with
different design objectives, such as minimizing the Hamming
distance [35]–[37], minimizing the repair I/Os [14], [30], and
minimizing the amount of network transfers in redundancy
transitioning [23]. On the applied side, LRCs have been
reportedly deployed in Azure [19], Facebook [33], Ceph [21],
and Google [20]. Our work focuses on data placement designs
of LRCs that balance the repair performance in regular and
maintenance modes.

Several studies explore the design trade-offs in erasure coding
from different aspects. Some studies focus on the trade-off
between repair performance and storage redundancy (e.g., in
regenerating codes [12], [28], and LRCs [21]). Wu et al. [41]
study the trade-off between repair and redundancy transitioning
performance. Our work considers the repair performance trade-
off between regular and maintenance modes.

VII. CONCLUSION

We analyze the performance trade-off in repair and mainte-
nance operations of LRCs in rack-based data centers. We design
a configurable data placement scheme that operates along trade-
off between repair and maintenance operations subject to fault
tolerance constraints. Our evaluation via numerical analysis
and testbed experiments demonstrates the effectiveness of our
data placement scheme in balancing the performance trade-off
between repair and maintenance operations.
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